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ABSTRACT
Current LoRa networks including those following the LoRaWAN
specification use the primitive ALOHAmechanism for media access
control due to LoRa’s lack of carrier sense capability. From our
extensive measurements, the Channel Activity Detection (CAD)
feature that is recently introduced to LoRa for energy-efficiently
detecting preamble chirps, can also detect payload chirps reliably.
This sheds light on an efficient carrier-sense multiple access (CSMA)
protocol that we call LMAC for LoRa networks. This paper presents
the designs of three advancing versions of LMAC that respectively
implements CSMA, balances the communication loads among the
channels defined by frequencies and spreading factors based on the
end nodes’ local information and then additionally the gateway’s
global information. Experiments on a 50-node lab testbed and a
16-node university deployment show that, compared with ALOHA,
LMAC brings up to 2.2× goodput improvement and 2.4× reduction
of radio energy per successfully delivered frame. Thus, should the
LoRaWAN’s ALOHA be replacedwith LMAC, network performance
boosts can be realized.
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1 INTRODUCTION
Low-power wide-area networks (LPWANs) form an important class
of wireless networks for geographically distributed Internet-of-
Things (IoT) end devices. LPWANs’ long-range communication
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capabilities will increase the degree of connectivity of IoT and
enable deep penetration of networked intelligence into urban terri-
tories (e.g., wide areas, buildings, and underground structures) that
have challenged the existing low-power short-range wireless tech-
nologies. Among various LPWAN technologies (including NB-IoT
and SigFox), LoRaWAN [10], an open data link layer specification
based on the LoRa physical layer, offers the advantage of using
license-free ISM bands, low-cost end devices, and the independence
from managed cellular infrastructures.

Currently, the LoRa networks, including those organized in an
ad hoc manner or by following the LoRaWAN specification, adopt
the ALOHA media access control (MAC) mechanism for each logic
communication channel defined by radio frequency and the spread-
ing factor (SF) of the chirp spread spectrum (CCS) modulation. The
primitive ALOHA, though enabling simple network implementa-
tion, is not competent for scaling with the communication demand.
As such, even though each end device conforms to the channel
access time requirement (e.g., 0.1% or 1% duty cycle in Europe [15]),
the ALOHA-based LoRa networks will have degraded network
performance due to massive collisions when the numbers of end de-
vices grow sharply in this era of IoT [5, 6, 8, 17, 22, 23, 25, 30, 34, 35].

The absence of carrier sense capability on off-the-shelf LoRa
end devices impeded studies and implementations of the more
advanced carrier-sense multiple access (CSMA) schemes. However,
a recently introduced feature called Channel Activity Detection
(CAD) sheds light on CSMA for LoRa networks. The CAD, which is
available on all of the latest LoRa radios (e.g., SX126x and SX127x),
is designed for energy-efficient preamble detection. Although it is
not for full-fledged carrier sense, our extensive measurement study
shows that CAD can also detect the payload chirps with satisfactory
performance. Specifically, it achieves more than 95% accuracy in
detecting the occupancy of a logic channel due to an ongoing frame
transmission.

Most existing CSMA designs from other wireless technologies
are based on energy detection on the spectrum. For instance, they
adopt received signal strength (RSS) as an indicator of the presence
of an on-going transmission[1, 2]. Simply porting them to LoRa
networks may yield inefficiency. To achieve efficient CSMA for
LoRa networks, the unique features and constraints of LoRa radios
need to be considered. For instance, LoRa frame can traverse below
the noise floor; Concurrent transmissions with different SFs are
encouraged in the same frequency channel. These features render
the traditional energy detection based CSMA designs ineffective.
Thus, a clean-slate CSMA redesign based on LoRa’s physical layer
characteristics is needed. To this end, we follow the progressive sys-
tems development methodology to design an efficient CSMA-based
LoRaMAC (LMAC). The advancing versions of LMAC integrate var-
ious new designs and features based on the precedent code base to
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address additional and realistic networking problems. Their details
are as follows.
LMAC-1: LMAC-1 implements the basic functionality of CSMA,
i.e., to avoid collisions by refraining from transmission when the
channel is busy. We implement the Distributed Inter-Frame Space
(DIFS) mechanism that performs a fixed number of CADs and a ran-
dom back-off (BO) mechanism. LMAC-1 shall outperform ALOHA
in terms of packet reception ratio (PRR) and network goodput when
the communication demand increases.
LMAC-2: LMAC-1 falls short of balancing the communication
loads. As a result, the busier logic channels have higher frame
loss rates. LMAC-2 aims to balance the loads among the logic chan-
nels by allowing LoRa end nodes to select the less crowded logic
channels based on their local information. We devise an indirect
channel probing approach for each end node to update its knowl-
edge regarding the channels’ crowdedness based on the CAD results
during DIFS and BO processes. Thus, LMAC-2 remains as a fully
distributed MAC that aligns well with the LoRaWAN Class A spec-
ification. In addition, it does not introduce extra CAD overhead
compared with LMAC-1. LMAC-2’s channel selection shall equalize
the channel utilization and bring forth a performance improvement.
LMAC-3: In LMAC-2, the LoRa end nodes may develop biased
local views regarding the channel loads. In LMAC-3, the gateway
broadcasts global views of channel loads using periodic beacons.
The beaconing renders LMAC-3 consistent with the LoRaWAN
Class B specification. Upon receiving the global view, the LoRa end
nodes update their local views to guide the channel selection before
transmission. With the gateway’s assistance, LMAC-3 shall further
improve network performance with respect to LMAC-2.

To support system design and evaluation, we construct a testbed
consisting of 50 LoRa end nodes and a LoRa gateway in a lab en-
vironment. We conduct extensive, comparative evaluation experi-
ments with goodput, PRR, and radio energy consumption per suc-
cessfully delivered frame as main performance metrics. The results
show that, compared with ALOHA which yields sub-50% PRR, all
LMAC versions maintain sup-90% PRR when the communication
demand increases. With respect to ALOHA, LMAC-1, LMAC-2,
and LMAC-3 respectively bring 1.5×, 1.9×, and 2.2× goodput im-
provements, and 2.08×, 2.37×, 2.38× reductions in radio energy
per successfully delivered frame. In addition, LMAC-3 achieves the
most balanced channel loads. The experiments on a deployment
of 16 LoRa end nodes in a university area also show significant
performance improvements brought by LMAC in comparison to
ALOHA.

The contributions of this paper are summarized as follows. First,
we study the recently introduced LoRa CAD and show its full-
fledged channel-selective carrier sense capability. Second, we de-
sign advancing versions of LMAC to address LoRa’s unique features
and various realistic networking problems. The fully distributed
LMAC-2 and the gateway-assisted LMAC-3 are the final yields of
this work that align well with the LoRaWAN Class A and Class B
specifications, respectively. Third, our testbed experiments show
that, compared with ALOHA, LMAC brings doubled goodput and
halved radio energy consumption under saturated communication
demands. Additionally, we make available an LMAC integrated
LoRaWAN codebase in [21].
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Figure 1: CAD results in SF12 and SF11 when there is an on-
going frame in SF12. Spectrogram shows the frame chirps.

The rest of this paper is organized as follows. §2 presents a LoRa
primer. §3 investigates CAD. §4 describes the testbed. §5 designs
LMAC. §6 and §7 presents testbed experiments and simulation
results, respectively. §8 reviews related work. §9 concludes this
paper.

2 LORA PRIMER
In this section, we present a background on LoRa physical layer,
LoRaWAN specification, and CAD.

LoRa and LoRaWAN. A typical LoRa network consists of a
number of geographically distributed end devices that transmit/receive
data to/from one or more gateways. The radio frequency (RF) spec-
trum allotted to LoRa is also shared with a number of other physical
layer protocols. LoRa physical layer divides the spectrum into multi-
ple frequency channels (CHs), where each CH supports both uplink
and downlink communications. LoRa employs CSS modulation, in
which each chirp linearly sweeps a mandatory predefined band-
width 𝐵𝑊 from the minimum frequency 𝑓𝑚𝑖𝑛 to the maximum
frequency 𝑓𝑚𝑎𝑥 of the CH. CSS represents data by the initial fre-
quency of a chirp.

A LoRa frame has three parts: a preamble of eight up chirps,
a Start Frame Delimiter (SFD) of 2 14 down chirps, and a payload
of multiple data chirps. Each data chirp lasts exactly a duration
of 𝑇𝑠𝑦𝑚 milliseconds (ms). A data chirp starting from an arbitrary
frequency 𝑓𝑥 represents an RF symbol out of 2𝑆𝐹−1 total symbols
where 𝑆𝐹 is the spreading factor. The chirp starting from 𝑓𝑥 linearly
increases in frequency over time, reaches 𝑓𝑚𝑎𝑥 , wraps around, and
resumes its journey from 𝑓𝑚𝑖𝑛 back to 𝑓𝑥 . As such, each data chirp
sweeps the entire bandwidth 𝐵𝑊 . Demodulation is performed at
the gateway by relating the FFT bins of the multiplication of the
payload with a series of down chirps.

LoRa physical layer allows concurrent transmissions in the same
CH by using the distinct slopes of the concurrent chirps, i.e., SFs.
This feature enhances a LoRa end device’s ability to co-exist among
many end devices that use the same CH. LoRa supports six SFs, from
SF7 to SF12. In the rest of this paper, we use the notation CH/SF
to denote a logic channel in which the simultaneous transmissions
collide.

LoRaWAN is a data link layer specification based on LoRa. It de-
fines three classes, namely, Class A(ll end devices), Class B(eacon),
and Class C(ontinous listening). While the three classes have dis-
tinct characteristics in response times and energy expenditures,
they are all based on the primitive ALOHA MAC. Although the
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Figure 2: CAD on various types of CSS signals. Top row shows the CSS signals; middle row shows the generated up chirps;
bottom row shows the cross-correlation results. (a) CAD on a preamble chirp; (b) CAD on parts of two consecutive preamble
chirps; (c) CAD on a data chirp; (d) CAD on parts of two consecutive data chirps; (e) CAD on chirps in a different SF.

requirement on the channel access time (e.g., 0.1% and 1% in Europe)
mitigates channel contention, the ALOHA-based LoRaWAN cannot
sustain the growth of end devices. Besides MAC, LoRaWAN also
includes other link layer functions such as adaptive data rate and
payload encryption.

Channel Activity Detection (CAD). LoRa recently included
CAD as a power-optimized mechanism to detect preamble chirps
preceding full-fledged payload demodulation. This allows a LoRa
node to energy-efficiently detect an incoming frame without re-
solving to power-hungry continuous RX mode. Some details of
CAD are as follows. Prior to responding to a CAD request, the
LoRa radio should be set on the desired CH/SF. A single CAD lasts
𝑇𝑠𝑦𝑚 + 32

𝐵𝑊
ms, during which the radio takes the following steps.

First, a lock in the phase-locked loop is achieved to tune the radio to
the desired CH. The radio then switches to the receiving mode for
𝑇𝑠𝑦𝑚 ms. Second, the radio switches to processing mode to search
for strong cross-correlation between the received I/Q samples and
a locally generated up chirp of the same SF. The cross-correlation
computation takes 32

𝐵𝑊
ms. Lastly, a CadDone interrupt is gener-

ated. If the cross-correlation is high, a CadDetected interrupt is
also generated.

3 ENABLING LORA CARRIER SENSE
Carrier sense capability is desirable for advancing LoRa. Two fac-
tors, however, challenge effective LoRa carrier sense. First, Lo-
RaWAN encourages concurrent transmissions in a single CH using
different SFs. Second, most CSS-based modulation methods includ-
ing LoRa allow signals to traverse below the noise floor. For instance,
a LoRa receiver’s sensitivity is 105 times higher than that of Wi-Fi
[11, 31]. The above two factors render the traditional RSS-based
channel occupancy detection futile. This section extends the under-
standing on LoRa CAD beyond the technical documentation [4, 28].
It also evaluates the effectiveness of using CAD for carrier sense.

To use CAD for carrier sense, we need to consider three factors:
1) How reliable is CAD? 2) Could CAD be performed on targeted
SFs while the CH is also used by transmissions in others SFs? 3)
How frequently can consecutive CADs be performed? To answer
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Figure 3: Indoor 0-7 & outdoor 8-31 locations where CADs
are performed.

these questions, we conduct an experiment with three LoRa nodes
and a software-defined radio (SDR) setup. In the experiment, a
node transmits an SF12 frame on CH1 (868.1MHz, 125 kHz 𝐵𝑊 ).
Two other nodes tune to CH1 and continuously perform CAD in
SF11 and SF12, respectively. Fig. 1 shows a portion of the CH1
spectrogram recorded by the SDR and the two nodes’ CAD results.
We have the following two observations. First, CAD can detect data
symbols. Second, CAD strictly adheres to the specified SF and does
not generate false positives for other transmissions of different SFs
in the same channel.

To develop a better understanding on the behavior of CAD, we
conduct more experiments on the cross-correlation process of CAD.
Specifically, we compute the cross-correlation using two SF9 and
SF12 frames recorded by the SDR. First, we test the case in which the
incoming SF12 preamble chirp aligns ideally with the locally gener-
ated SF12 up chirp. The cross-correlation result shown in Fig. 2a
indicates a clear spike signifying a detection. We then introduce a
time offset of 𝑇𝑠𝑦𝑚

2 ms, as shown in Fig. 2b on the incoming SF12
preamble chirps. As a result, the locally generated up chirp covers
portions of two consecutive incoming chirps. The cross-correlation
produces a clear spike as well. Next, we compute cross-correlation
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for an ideally aligned incoming data chirp which again results a
spike as shown in Fig. 2c. Afterwards, we compute cross-correlation
for a data chirp with a time offset of 𝑇𝑠𝑦𝑚2 ms, and observe a spike
too as shown in Fig. 2d. Note that the above simulated offsets can
be naturally incurred when the CAD process starts at an arbitrary
point of the incoming frame. This can be observed from Fig. 1,
i.e., a successful CAD does not necessarily need alignment with
the incoming symbol. Lastly, we investigate how cross-correlation
behaves for chirps in different SF. In Fig. 2e, CAD is performed
between incoming SF9 chirps and locally generated SF12 chirps. It
yields no peaks.

Efficiency of CAD indoors and outdoors. LPWANs are typi-
cally deployed over large geographical areas. We also investigate
the efficacy of CAD in an outdoor area. We deploy two LoRa gate-
ways, one indoor and the other outdoor, and use a mobile LoRa
node to perform CAD at multiple indoor and outdoor locations. At
each location, we record the signal-to-noise ratio (SNR) reported
by the LoRa node when successfully receiving a frame and the
CAD efficiency that is the ratio of successful CADs among all CADs
performed. Fig. 3 illustrates the experiment scenarios of (a) eight
indoor locations within an office of 800m2 and (b) 23 outdoor loca-
tions scattered across a university area of 3.5 km2. Fig. 4 shows the
SNR and CAD efficiency at all visited locations. The median CAD
efficiency values are 98% and 94% indoors and outdoors respectively
with SNR ranging from −15 dB to +15 dB.

CAD energy footprint. Since CSMA introduces an additional
energy overhead for each frame transmission, we profile the power
consumption of CAD. To capture the power trace, we connect a
power monitor [29] in series to the power supply pins of the SX1276
radio chip. Fig. 5 depicts the incurred current of a single CAD in
comparisonwith those during the idle and transmission states. CAD
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Figure 6: (a) Testbed architecture. (b) Indoor testbed devices.
(c) Outdoor gateway.

draws 0.03W, which is 4.4× of the idle power and 11× less than the
transmission power. A CAD in SF7 lasts for 1.2ms only, consuming
0.029mJ only. Under SF12, it lasts for 31.6ms and consumes 1.1mJ.

Summary. The above experiments give the following key obser-
vations. (1) CAD can be used as an effective and reliable carrier sense
method; (2) CAD is SF-selective, i.e., it can detect transmissions in
a specified SF while remaining insensitive to other transmissions
in different SFs; (3) CAD is an energy-efficient operation compared
with the energy consumption of data transmissions; (4) CAD works
indoors and outdoors with high detection efficiency.

4 LORA TESTBED DESIGN
To facilitate the design and evaluation of LMAC, we build a scalable
LoRa testbed. This section presents the testbed design and experi-
ment workflow which has been used for both indoor and outdoor
experiments.

Testbed design.We aim to meet the following design require-
ments. First, the testbed should support a sparse deployment, i.e.,
across a university. Second, it should support convenient experi-
ment configuration via a central controller. Third, it should provide
a bidirectional backhaul link to disseminate configurations and
receive experiment logs from the distributed LoRa nodes. Meeting
these requirements imposes implementation challenges. For in-
stance, it is non-trivial to synchronously control many LoRa nodes.

Connecting each LoRa node to the central controller is not fea-
sible as the LoRa nodes do not have wideband radios to support
backhaul links. As such, we employ extensible units, each a cluster
of LoRa nodes, and call them distributed controllers. The central con-
troller and the distributed controllers are Raspberry Pi single-board
computers that perform two coordinated roles. The distributed
controllers execute and if necessary, relay control commands to
LoRa nodes, thereby creating wideband out-of-band control links
between the central controller and LoRa nodes.
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Each testbed LoRa node is assembled in house by integrating an
SX1276 LoRa transceiver with an Arduino Atmega328p MCU via a
bridge board having a capacitor to support transient power require-
ments unsupported by USB power delivery [24]. Communications
between LoRa nodes and a distributed controller (e.g., protocol
firmware downloading and experiment log uploading) happens
via an emulated serial interface. Fig. 6a illustrates the connectivity
between each component of the testbed; Fig. 6b shows a shot of
testbed hardware; Fig. 6c shows the outdoor gateway. To address
the requirement of supporting geographically distributed nodes,
testbed devices communicate through a network tunnel [12] from
their local Ethernets.

Experiment workflow. An experiment includes the following
steps: establishing connectivity among all components, loading a
MAC protocol into LoRa nodes, parsing experiment configurations,
executing the experiments, and finally collating logs. In what fol-
lows, we provide some important details. At the beginning of an
experiment, the central controller distributes a pre-compiled binary
MCU program implementing a MAC protocol and two parameters
(demand and experiment duration) to the distributed controller.
The demand is the requested number of LoRa frames to be trans-
mitted within the specified experiment duration. The extent that
the requested demand is met reflects the network performance of
the tested protocol. Varying the demand creates different levels
of contention. After a mutual confirmation process to ensure that
devices are ready, the central controller issues a start command to
launch an experiment. Once the experiment duration expires, the
distributed controllers report the following experiment logs back to
the central controller: 1) LoRa node ID, 2) demand, 3) transmitted
packets, 4) CADs performed on each CH/SF, and 5) the count of
repeated experiments. In our experiments, all LoRa frames contain
16-byte payloads with the following fields to facilitate performance
counting: 1) node ID, 2) packet counter, 3) demand, 4) the number
of padding bits.

5 DESIGN OF LMAC
This section presents the progressive design of LMAC to exploit
CAD for CSMA-based MAC in LoRa networks. Under ALOHA, the
end nodes access the medium abruptly regardless of the channel
status, which results in excessive collisions when the communica-
tion demand is high. Fig. 7 shows an experiment result in which
the average packet reception ratio (PRR) of ALOHA drops from
0.5 to 0.2, when the demand increases. The first version of LMAC,
LMAC-1, uses CAD-based carrier sense to avoid the collisions.
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Figure 8: Following LMAC-1, node-B detects a collision
when node-A is transmitting in the same CH/SF.

5.1 LMAC-1
LMAC-1 is largely based on the Distributed Coordination Function
(DCF) that serves as one of the channel access methods of the IEEE
802.11. However, as LoRa differs significantly from 802.11 physical
layer, changes are required to adapt DCF to LoRa. A key difference
between 802.11 and LoRa is that LoRa does not have a feedback
channel and thus cannot support the acknowledgment mechanism
of DCF.

In LMAC-1, the CH/SF is chosen randomly for each transmis-
sion. An LMAC-1 node transmits a frame after the selected CH/SF
is confirmed to be idle. To this end, LMAC-1 adopts the Distributed
Inter-Frame Space (DIFS) mechanism from DCF with a fixed num-
ber of CADs per DIFS slot. When a DIFS slot completes with all
CADs reporting idle channel, the MCU generates a random back-off
(BO) value (𝑁𝐵𝑂 ) and enters the BO phase immediately. Then, the
node decrements 𝑁𝐵𝑂 per each CAD reporting idle channel. The
randomized initial value for 𝑁𝐵𝑂 reduces the possibility where two
or more frames collide should the DIFS processes happen to start
at the same time. Upon 𝑁𝐵𝑂 reaching zero, the node transmits the
frame. Since a node continues checking the availability of the chan-
nel during the BO phase, an occupied channel will reset the node
to the DIFS state. Should that occurs, the node needs to wait for an
idle channel again and resumes counting down 𝑁𝐵𝑂 . Note that the
initial 𝑁𝐵𝑂 value is not regenerated until the frame is transmitted.
In the rest of this paper, we refer to CADs that report a busy chan-
nel as failed CADs and vice versa. A failed CAD operation within
DIFS or BO will render a failed DIFS or BO slot respectively. Fig. 8
illustrates the process in which two nodes contend for the same
CH/SF under LMAC-1. Node B detects an ongoing transmission
during DIFS and continues performing DIFS until the channel is
idle. Upon detecting an idle channel, node B enters the BO state
with 𝑁𝐵𝑂 = 3 and starts decrementing 𝑁𝐵𝑂 with each successful
CAD. Once 𝑁𝐵𝑂 reaches zero, node B transmits the frame. In the
implementation of LMAC-1, we set the range for the initial value
of 𝑁𝐵𝑂 to be [4, 64] and 12 CAD operations per DIFS slot.

LMAC-1 focuses on avoiding collisions. From the evaluation
results that will be presented in §6, LMAC-1 improves the PRR
significantly over ALOHA. In what follows, we present an experi-
ment result that shows the imperfection of LMAC-1 and motivates
LMAC-2. Fig. 9 presents the numbers of frames transmitted by all
the end devices (labeled TX) and received by the gateway (labeled
RX) in each CH/SF during an experiment. The difference between
the TX and RX bars in a certain CH represents the number of lost
frames. From the figure, an important observation is that, the busy
channels (i.e., those with high bars) have more lost frames. The
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(TX) and received by the gateway (RX) under LMAC-1. More
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cause of the frame losses is explained as follows. The gateway radio
chip SX1301 incorporates eight decoders that can be configured
to demodulate incoming frames concurrently. Each decoder must
be configured to a single CH but listens to all SFs. However, all
decoders share an I/Q buffer. Should the decoders lag behind in de-
coding incoming I/Q data, a buffer overflow will occur, resulting in
frame loss. This is because a decoder is tied to a specific frequency
CH and a large number of frames arriving in that CH result in that a
decoder lags behind compared to others. We refer interested reader
to [20] for a thorough analysis of concurrent frame reception. The
design of the SX1301 chip and the results shown in Fig. 9 imply that
if the loads of the logic channels are equalized, the communication
performance can be further improved.

To this end, the nodes can choose underutilized or idle channels
instead of contending for a highly utilized channel. LMAC-2 aims
to implement this feature.

5.2 LMAC-2
To select an underutilized channel, a node needs to track the utiliza-
tion levels of all channels. Since continuous channel probing is time
consuming, LMAC-2 leverages information from failed DIFS and
BO operations to enable indirect channel probing. Thus, each LMAC-
2 node maintains historical information regarding the crowdedness
of past sensed CH/SF combinations. Later, the LMAC-2 node con-
sults this information to shift to a better CH/SF when a channel is
sensed busy during DIFS or BO. Doing so leads to more equalized
channel loads and thus, better network performance. In addition,
from the perspective of a node, the average number of CADs per
transmission and the related time/energy expenditure can be re-
duced since busy channels are avoided. The key differences between
LMAC-1 and LMAC-2 are as follows. In LMAC-1, a node fixates
to a random CH/SF until a frame is transmitted. In contrast, an
LMAC-2 node uses historical information to dynamically select the
best CH/SF. The details of LMAC-2 are presented as follows.

Each LMAC-2 node maintains a channel occupancy matrix (Γ) of
size 𝑁𝐶𝐻 × 𝑁𝑆𝐹 , where 𝑁𝐶𝐻 and 𝑁𝑆𝐹 respectively represent the
numbers of CHs and SFs. Each element in Γ, denoted by 𝛾𝐶𝐻,𝑆𝐹

represents the historical utilization rate for a given CH/SF. The
𝛾𝐶𝐻,𝑆𝐹 is updated for the 𝑡 + 1𝑡ℎ time whenever a node has a failed
CAD during DIFS or BO. We adopt exponential averaging for the
updating: 𝛾 (𝑡 + 1) = 𝛼

(
𝐶𝐴𝐷𝑏𝑢𝑠𝑦

𝐶𝐴𝐷𝑡𝑜𝑡𝑎𝑙

)
+ (1 − 𝛼)𝛾 (𝑡), where 𝛼 is the

learning rate,𝐶𝐴𝐷𝑏𝑢𝑠𝑦 and𝐶𝐴𝐷𝑡𝑜𝑡𝑎𝑙 are the number of CADs per-
formed when the channel is busy and the total number of CADs
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Figure 10: In LMAC-2, upon detecting that the selected
CH/SF is unavailable, the node will search for the next
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Figure 11: Channel occupancy matrices (Γ) maintained by
node 24, node 17, node 12, and gateway in a single experi-
ment. A hatched pattern represents a null value due to no
CADs performed in the corresponding CH/SF from the start
of the experiment.

performed respectively. The above exponential averaging is used
for adapting to channel dynamics whilst maintaining historical
information. As LoRa channels are highly dynamic, in our experi-
ments, we set 𝛼 = 0.8 to ensure that higher importance is placed
on the latest sensed channels.

We now describe how an LMAC-2 node uses Γ to select the
next best CH/SF. A real-world LoRa deployment is subject to dy-
namic channel conditions. A channel that is seemingly busy may
later become free. Therefore, simply choosing the least busy CH/SF
according to the 𝛾 value may not always reap optimal network
performance. As such, we randomize the choice. Specifically, we
choose the best, the second best, and the third best CH/SF in terms
of 𝛾 value with probabilities of 0.5, 0.3, and 0.2, respectively. This
allows a forgiving approach for channels that were once crowded.

The next SF selected is set higher or equal to that configured
during deployment to ensure the frame robustness.

We use an example shown in Fig. 10 to illustrate the interaction
between two LMAC-2 nodes that have selected the same CH/SF.
Since node A completes BO earlier than node B, it proceeds with
the transmission and node B reports a failed BO during node A’s
transmission. Thus, node B updates the occupancy matrix element
corresponding to the current CH/SF, and re-configures the radio to
the next CH/SF. Since the newly selected CH/SF is different from
that used by node A, node B can complete DIFS and BO successfully
and transmit the frame. If following LMAC-1, node B will wait till
node A completes transmission.

As indirect channel probing is opportunistic, the channel oc-
cupancy matrices of LMAC-2 nodes are different. We illustrate
this in Fig. 11. Specifically, Figs. 11a, 11b, and 11c visualize the Γ
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Figure 12: Overview of LMAC-3 protocol.

matrices maintained by node 24, node 17, and node 12 during an
experiment. They are different. This difference leads to different
channel selections of LMAC-2 nodes. LMAC-2 has the following
two issues that motivate LMAC-3. First, some elements in the Γ
matrices remain null because no CADs have been performed on
those corresponding CH/SF yet. Channels with null𝛾 values may be
busy. Without further information, avoiding these channels is wise
but also losses opportunities in cases they are idle. Second, certain
elements in Γ can be outdated due to lack of proactive channel
probing. Addressing above two issues can advance LMAC to fur-
ther reduce contention. To this end, we can exploit the global view
of the gateway to complement the local views of LMAC-2 nodes.
Fig. 11d shows the global channel occupancy matrix maintained by
the gateway, which reflects the loads of all CH/SF combinations in
real time. It does not suffer from null values and outdating issues.
LMAC-3 is developed to use this global channel occupancy matrix.

5.3 LMAC-3
In LMAC-3, a gateway transmits a periodic beacon that contains
the global channel occupancy matrix (Ψ) to the nodes in the net-
work. Promptly, each receiving node follows a merging process to
supplement its local occupancy matrix Γ with the gateway’s global
occupancy matrix Ψ. The Ψ is an 𝑁𝐶𝐻 × 𝑁𝑆𝐹 matrix where each
element Ψ𝐶𝐻,𝑆𝐹 represents the contention level in a given CH/SF.

Several challenges however need to be addressed for large-scale
LoRa deployments to benefit from the global views of gateways.
First, the process of disseminating a gateway’s global view across
the network should not be detrimental on the gateway’s reception
capability. Second, a LoRa node may receive overlapping coverage
from two or more gateways. Due to network dynamics, a given
CH/SF will face dissimilar contention across gateways.

Most commercial LoRa gateways only equip a single antenna and
do not support duplex communications. As such, responding to each
uplink frame with the Ψ matrix will reduce reception performance.
Thus, to disseminate a gateway’s global view, LMAC-3 employs
time-distributed beacons via a predefined feedback channel similar
to LoRaWAN Class B. Fig. 12 shows an example of this process
where a gateway disseminates its Ψ to two nodes. Under LMAC-3, a
LoRa gateway mostly stays in receiving mode and only switches to
transmitting mode when it broadcasts beacons containing Ψ. Note
that the nodes may miss a single beacon due to clock drifts. Thus,
the beacon is transmitted twice on the feedback channel to increase
the probability of reception. LMAC-3 does not require tight clock
synchronization across nodes but coarse synchronization. Upon

receiving Ψ, the nodes will perform the matrix merging that will be
explained shortly and continue to transmit pending frames while
awaiting the next beacon period. The Ψ matrix and the gateway ID
is carried by a frame payload of 49 bytes where, an element Ψ𝐶𝐻,𝑆𝐹

is represented by a 8-bit non-negative integer with 254 representing
the highest load.

The Ψ𝐶𝐻,𝑆𝐹 is formally defined as the ratio of the chirps that
utilized the channel (𝑆𝑅𝑋

𝐶𝐻,𝑆𝐹
) over the maximum possible during a

beaconing period (𝑇𝑏𝑒𝑎𝑐𝑜𝑛). The maximum number of chirps during
a𝑇𝑏𝑒𝑎𝑐𝑜𝑛 is themultiplication of the chirp rate (𝑆𝐶𝐻,𝑆𝐹 ) and𝑇𝑏𝑒𝑎𝑐𝑜𝑛 .
The chirp rate is defined as the reciprocal of the symbol duration

in the considered SF. Following above, Ψ𝐶𝐻,𝑆𝐹 =
𝑆𝑅𝑋
𝐶𝐻,𝑆𝐹

𝑆𝐶𝐻,𝑆𝐹×𝑇𝑏𝑒𝑎𝑐𝑜𝑛 .
To compute 𝑆𝑅𝑋

𝐶𝐻,𝑆𝐹
for a given CH/SF, we count the number of

chirps in the totally 𝑟𝑥 received frames in the CH/SF as follows:
𝑆𝑅𝑋
𝐶𝐻,𝑆𝐹

=
∑𝑟𝑥
𝑖=0

(
𝑛𝑠 𝑓 𝑑 + 𝑛𝑝𝑟𝑒

𝑖
+ 𝑛𝑝𝑙

𝑖

)
, where 𝑛𝑠 𝑓 𝑑 is the number of

the SFD chirps in a frame,𝑛𝑝𝑟𝑒
𝑖

and𝑛𝑝𝑙
𝑖

are the numbers of preamble
chirps and payload data chirps in the 𝑖𝑡ℎ received frame [3].

We now discuss how to merge Γ and Ψ. The simplistic approach
of using Ψ solely to guide the channel selection is problematic,
because the nodes will likely choose the same channel causing
channel occupancy imbalance and contention. Our merging process
adopts an element-wise weighted sum of Γ and Ψ, with a large
weight for Γ and a small weight for Ψ. Thus, the merging result
preserves the diversity of the nodes’ observations while capturing
the global observations by the gateway.

To address the multiple gateway scenario, a gateway beacon inte-
grates a single byte ID which aids in identifying different gateways.
The Ψ𝐶𝐻,𝑆𝐹 which has normalized channel contentions across gate-
ways allows for simple merging of multiple Ψ matrices at node
level. The above enables LMAC-3 to be scalable.

Based on our empirical results under different environment con-
ditions for varying contentions, we choose 0.8 and 0.4 respectively
as weights for Γ and Ψ. The experiment results presented in §6
suggest that the determined weights provide high performance
across various conditions and therefore can be used as is by new
networks.

6 EVALUATION
We conduct indoor and outdoor experiments using the testbed de-
scribed in §4 to evaluate LMAC. We use PRR, goodput, and average
energy consumption per successful reception as the performance
metrics. We also consider protocol fairness in terms of the number
of CADs performed by each node and distribution of channel loads.

6.1 Indoor Experiments
We conduct indoor experiments with co-located nodes in a lab
environment, which allows us to better control the process and
cover an extensive range of parameter settings. The experiments
use 50 LoRa nodes. There are total of 16 CH/SF combinations used
in the experiments (eight CHs and two SFs). In the experiments,
we adopt the following default settings: 16-byte payload, 10-chirp
preamble, and 2dB transmission power. Each experiment lasts one
minute and is conducted in different times of the days over two
months.
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Figure 13: Network performance comparison among ALOHA, LMAC-1, LMAC-2, and LMAC-3. LMACs maintain about 90%
network PRRs, achieve higher goodputs, and reduce energy consumption per frame reception.
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Figure 14: CDFs of the per-node network performance under ALOHA, and LMAC-1/2/3 when the network demand is 2,600 B/s.
Most LMAC nodes outperform ALOHA nodes except for a small set of ALOHA nodes. The steeper CDFs of LMACs suggest
that the performance metrics are fairer among the nodes.

Overall network performance.We evaluate the goodput, PRR,
and node energy consumption when network demand varies un-
der the four MAC protocols. Network goodput is the amount of
meaningful data delivered per second. From Fig. 13a, we can see
that compared with ALOHA, LMAC-1/2/3 improve the goodput
by 1.52×, 1.87×, and 2.21×, respectively. Thus, LMACs can deliver
data efficiently owing to the collision avoidance. Moreover, the
performance increments of LMACs suggest the effectiveness of
utilizing channel diversity and CH/SF selection. ALOHA goodput
rises as the network demand increases but reduces once network
demand is beyond 2500 B/s. This is consistent with the existing
understanding of ALOHA performance. The goodputs of LMACs
saturate and remain flat once the demand is beyond 2000 B/s. The
saturation of LMACs goodput suggests the contention in channel
utilization.

From Fig. 13b, the PRRs of LMACs are maintained above 90%,
while that of ALOHA decreases with demand. The decline is due
to increasing collisions. Differently, LMACs maintain high PRRs
through avoiding collisions and busy CH/SF.

Fig. 13c shows the average energy consumed by a node per suc-
cessfully delivered frame under the four MAC protocols. Compared
with ALOHA, LMAC-1/2/3 reduce the energy by 2.08×, 2.37×, and
2.38×, respectively. Fig. 13c also shows that LMAC-2 and LMAC-3
consume similarly low energy, whereas LMAC-1 consumes slightly
higher energy than LMAC-2/3. It is because LMAC-1 nodes con-
tinuously perform DIFS to contend for the channel. Differently,
LMAC-2/3 perform less CADs due to wise CH/SF selection. In the

experiment logs we find that LMAC-3 performs 1.92% less CADs
than LMAC-2, whereas LMAC-2 performs 7.81% less CADs than
LMAC-1. The goodput gain of LMAC-3 over LMAC-2 is due to the
time saved from less CADs performed. Specifically, LMAC-3 nodes
can utilize the saved time for frame transmissions, while the PRRs
of LMAC-2/3 are similar.

Overall, LMAC outperformsALOHA through collision avoidance
and achieves up to 2.21× goodput improvement and 2.38× reduction
in nodes energy consumption, whilst maintaining above 90% PRR.

Per-node performance. A closer look at the results from a
single experiment will provide more insights into the advantages
of LMAC over ALOHA. Fig. 14 shows the cumulative distribution
functions (CDFs) of the per-node network performance metrics.
From Fig. 14a, majority of ALOHA nodes suffer low goodputs that
are smaller than 5 B/s, while the remaining ALOHA nodes achieve
goodputs scattered from 28 B/s to 74 B/s. The standard deviation of
ALOHA’s per-node goodput is 26.79 B/s. In contrast, under LMACs,
the CDFs do not exhibit undesirable long tails; the per-node good-
puts are mostly within the range of 20 B/s to 60 B/s, with a standard
deviation of 14.89 B/s. The above results suggest that, compared
with ALOHA, LMACs achieve better balance among the nodes in
utilizing the communication medium.

Fig. 14b shows the CDFs of the per-node PRRs. LMAC-2/3 achieve
at least 80% PRR. The mean PRR values of all LMACs are above
90%. In contrast, about 40% ALOHA nodes suffer zero PRR, because
the frames are lost due to collisions. The remaining nodes have
scattered PRRs from 0 to 95%. Experiment logs suggest that ALOHA
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nodes with high PRRs dominate the CH/SF and hinder the reception
of other nodes.

Fig. 14c shows the CDFs of the per-node energy consumption.
Up to 30% ALOHA nodes cannot deliver a single packet. Thus, they
are not accounted in the CDF. Another 40% ALOHA nodes consume
excessive per-frame energy due to collisions. LMACnodes are rarely
affected by frame losses. The total energy consumed for channel
probing trades for the exemption of futile energy consumption for
transmitting lost frames. Overall, all LMAC nodes outperform 85%
ALOHA nodes in terms of energy consumption.

In summary, a closer look into individual node performance re-
veals significant reduction in energy consumption per node which
is hidden in the earlier results due to averaging. Moreover, under
LMACs, the goodput and PRRs of each node are more evenly dis-
tributed among nodes, while ALOHA nodes are clearly divided into
the two extremes with a small number of exceptional nodes.

Balance and fairness. We evaluate the loads of all frequency
channels under various MAC protocols. Since each channel sup-
ports multiple SFs, the frequency channel load (Ψ𝐶𝐻 ) needs to be
aggregated properly from the logic channels loads (Ψ𝐶𝐻,𝑆𝐹 ) that are
estimated by the gateway in the experiments. By averaging from
SF7 to SF12 in each channel, the channel load for each frequency
channel is obtained.

Fig. 15 shows the scatter plot of PRR versus channel load. The
area of PRR ∈ [0.8, 1], Ψ𝐶𝐻 ∈ [0, 0.1] is zoomed in to present a
detailed view of LMAC performances. PRR of ALOHA drops quickly
with the frequency channel load. The result of ALOHA shown
in Fig. 15 reinforces our understanding on the disadvantages of
ALOHA’s completely uncoordinated transmissions. In contrast, the
frequency channel loads of LMAC-1 are maintained within 0.1. This
low load helps maintain satisfactory PRRs. It shows that LMAC-1
effectively avoids frequency channel saturation. More importantly,
the channel selection mechanisms make LMAC-2 and LMAC-3
operating within the region with frequency channel load smaller
than 0.1 and PRR within [80%, 100%]

Fig. 16 shows the sorted average numbers of CADs per frame
performed by LMAC-2 and LMAC-3. LMAC-2 performs more CADs
and yields a steeper slope which means higher variation. The addi-
tional channel information provided by the gateway helps LMAC-3
nodes to avoid known congested channels and perform less CADs.
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Figure 16: Average CADs performed per frame by each node
under LMAC-2 and LMAC-3 when the demand is 500 frames
a minute.

Many CADs are performed for every frame due to the DIFS design.
Recall that each DIFS slot contains 12 CADs. Moreover, CADs are
also performed during the decrement process of 𝑁𝐵𝑂 .

With the above experiments, LMACs yield a controlled and a
fairer frequency channel utilization. This allows node performances
to be more evenly distributed and ensure data delivery for each
node. Moreover, the overhead of LMAC-2/3 is shown to be spread
evenly among nodes where most nodes perform less than 250 CADs
or 21 DIFS per transmission within a high contention network. The
fewer CADs with high reception probability save radio energy for
each successful frame delivery.

The latency introduced by LMAC is largely bound to network’s
contention levels. LMACs, under high contention levels, will incur
higher latency due to the wait for free channels. ALOHA on the
other hand is not subject to this latency but suffers from much
higher frame loss rate due to collisions, which translates to much
higher delay if retransmissions are used to ensure the same level of
PRR.

6.2 Outdoor Experiments
To investigate the feasibility and performance of LMAC in an out-
door environment, a set of experiments were conducted in our
university area. The experiment makes use of four distributed con-
trollers and 16 end nodes. To exhibit the advantages of LMAC in a
high-density network with low number of end nodes, the outdoor
experiments use six CH/SF combinations. This set of experiments
focus on LMAC-2 and LMAC-3 as the final yields of this paper. We
collect 30 minutes of experiment traces with 10 minutes for all pro-
tocols including ALOHA. Different from the indoor experiments,
the outdoor experiments were conducted between 10AM to 10PM
spanning across seven days.

The results of the experiments are presented in Fig. 17. Each
point in the figure represents a node with the averaged SNR when
the gateway received the frames. The standard deviation of SNR
is between 0 to 3dB. The PRR (Fig. 17a) and goodput (Fig. 17b)
of LMAC-2/3 spread across vertically and begin to concentrate
downwards as SNR reduces. This shows the nodes with higher
SNRs (i.e., well placed or nearby nodes) can deliver their frames
more reliably. On the other hand, nodes with lower SNRs (i.e.,
poorly placed or obstructed nodes) most likely cannot reach the
gateway and fail to deliver their frames. In contrast, ALOHA nodes
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Figure 17: Performance of nodes in an outdoor environment
from the perspective of average SNR of a node.
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Figure 18: Cumulative effective traffic as SNR increases.

are scattered in the plots with no clear pattern. Although there are
nodes that achieve very high PRRs and goodputs, the majority of
nodes have low PRRs and goodputs. The average PRR and goodput
of ALOHA are 0.22 and 15.98 B/s respectively, while LMAC-2/3
reports 0.49 and 0.63 average PRRs with 25.17 B/s and 34.83 B/s
average goodputs respectively. Notice that ALOHA has less points
than LMAC-2/3. This is because more than 40% of ALOHA nodes’
frames are lost at the gateway resulting in no SNR values registered
for those nodes.

To understand the actual traffic of the network for each protocol,
Fig. 18 presents each frame contribution to the effective traffic of
the respective protocol. The results show that high SNR frames
are more likely to be received by the gateway. Notice the effective
traffic of ALOHA only starts to increase when SNR reaches 4dB
while LMAC-2 and LMAC-3 effective traffic starts to increase at an
earlier SNR. The late increase of ALOHA shows that frames with
lower SNR are often drowned by higher SNR frames. Differently,
LMAC-2/3 allow low-SNR nodes to transmit only when the channel
is assessed to have low collision probability. Moreover, the total
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Figure 19: Percentage energy overhead of LMACs versus de-
mand.

effective traffic of ALOHA is lower than those of LMAC-2/3. This
coincides with the earlier observation where more than 40% nodes
are not accounted for due to no frame reception.

The above results suggest LMAC can be affected by environment
dynamics but it provides effective traffic control even for low-SNR
nodes. Contrarily, ALOHA nodes are divided into two extremes
where one yields good performance while the other suffers from
low PRR hence low goodput.

6.3 Energy Overhead
LMAC energy overhead is mainly attributed to CADs performed
under 𝐷𝐼𝐹𝑆 and 𝐵𝑂 windows. We derive the percentage energy
overhead of LMAC in comparison with a conventional ALOHA
transmission.

We review the indoor experiment results based on 50 nodes with
10 different traffic demands in §6.1 and derive the average number
of CADs a node needs to perform to send out a frame with the
different network contentions, denoted by 𝑁𝐶𝐴𝐷𝑠 . 𝑁𝐶𝐴𝐷𝑠 accounts
to average CADs performed during 𝐷𝐼𝐹𝑆 and 𝐵𝑂 windows across
multiple SFs. From that, the average energy overhead per frame of
LMAC, denoted by 𝐸𝐿𝑀𝐴𝐶 , can be computed as 𝐸𝐿𝑀𝐴𝐶 = 𝐸𝐶𝐴𝐷 ×
𝑁𝐶𝐴𝐷𝑠 , where 𝐸𝐶𝐴𝐷 denotes the average energy consumption per
CAD across all SFs. Therefore, the per-frame percentage energy
overhead of LMAC is estimated as 𝐸𝐿𝑀𝐴𝐶

𝐸𝑓 𝑟𝑎𝑚𝑒
× 100% where 𝐸𝑓 𝑟𝑎𝑚𝑒

denotes the transmission energy for a single LoRa frame averaged
across all SFs. We estimate through energy measurements that
𝐸𝐶𝐴𝐷 and 𝐸𝑓 𝑟𝑎𝑚𝑒 correspond to 0.356mJ and 0.31 J, respectively.
We also find through measurements that 𝑁𝐶𝐴𝐷𝑠 is similar across
LMAC-2 and LMAC-3, which is also signified by the per frame
energy presented in Fig.13c. Therefore, we compute the energy
overhead of LMAC as a single entity for both LMAC-2 and LMAC-
3. We then extend the percentage energy overheads of LMAC for
varied network demands in Fig. 19. We see an energy overhead
of about 20% to 25% which does not significantly grow with the
increase of network demands (thus higher contentions).

Simply computing LMAC overhead in comparison with ALOHA
frame energy 𝐸𝑓 𝑟𝑎𝑚𝑒 does not fairly represent a real LPWAN net-
work’s performance that suffers from frame loss. We factor in the
frame loss when considering the energy overhead of goodput, and
derive the PRR calibrated energy overhead as expressed in Eq. 1,

[
𝐸𝐿𝑀𝐴𝐶 + 𝐸𝑟 𝑓 𝑟𝑎𝑚𝑒 (𝐿𝑀𝐴𝐶)

𝐸𝑟 𝑓 𝑟𝑎𝑚𝑒 (𝐴𝐿𝑂𝐻𝐴)
− 1] × 100% (1)
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Figure 20: LoRaWAN performance.

where 𝐸𝑟 𝑓 𝑟𝑎𝑚𝑒 (𝐿𝑀𝐴𝐶) and 𝐸𝑟 𝑓 𝑟𝑎𝑚𝑒 (𝐴𝐿𝑂𝐻𝐴) correspond to the
PRR calibrated per frame energy, i.e., 𝐸𝑓 𝑟𝑎𝑚𝑒

𝑃𝑅𝑅 (𝐿𝑀𝐴𝐶) and
𝐸𝑓 𝑟𝑎𝑚𝑒

𝑃𝑅𝑅 (𝐴𝐿𝑂𝐻𝐴) ,
respectively.

The two quantities characterize the energy costs per successfully
transmitted frame with LMAC and ALOHA. We present the PRR
calibrated energy overhead of LMAC atop ALOHA in Fig. 19 as
well. The results show negative overhead and attest that significant
energy gains (40% to over 80% energy savings) are achieved with
LMAC, especially under high network contentions where ALOHA
is subject to much higher frame loss. Fig. 19 suggests that at a
light energy cost in CADs, LMAC is able to greatly improve the
PRR, which gains energy savings in achieving the same amount of
goodput.

7 LORAWAN IMPLICATIONS
The testbed experiments in §6 have shown that LMACs improve the
performance of LoRa networks. In this section, we apply LMAC to
LoRaWAN which is the prevalent data link layer protocol primarily
based on ALOHA. As LoRaWANs are constrained by the channel ac-
cess time requirements (<1% duty cycle ratio for each end node, etc.),
it is difficult to experimentally show the full advantage of LMAC
with limited number of devices. Instead, we conduct trace-driven
simulations to exhibit the LMAC advantage for a scaled LoRaWAN
network. We replace the ALOHA MAC in LoRaWAN Class A with
LMAC-2 and LoRaWAN Class B with LMAC-3. LMAC-2 does not
require information from the gateway, similar to the autonomy of
LoRaWAN Class A; LMAC-3 requires gateway feedback which is
provided by the beacon slot of LoRaWAN Class B.

7.1 Data Rates of LMAC-based LoRaWANs
The data traces used are collected from 30 experiments each span-
ning one minute for each of the three protocols. Thus, there is a
10-minute trace in total for each protocol. Trace frames are added
with LoRaWAN headers and mandatory delays (e.g., guard time,

RX slots, etc). With the addition of LoRaWAN overheads, trace
durations are recalculated. Once trace duration has been updated,
frames received and lost are replayed in the simulation as per trace
records. The throughput and goodput of the replayed simulation
are then recorded and presented in Fig. 20.

Despite the low data rate, LMAC could still bring 3.06× and 5.93×
performance improvements on LoRaWAN Class A with LMAC-2
and LoRaWAN Class B with LMAC-3, respectively. The simulation
results suggest the performance of LoRaWAN can be improved
by utilizing LMAC as the default MAC. A noticeable difference
from the results in §6.1 is the data rate of LoRaWAN decreases due
to protocol overheads. As most of the overheads are due to the
delays imposed for the two RX slots following a TX, the data rate
achieved without the imposed delays will be much higher. However,
our simulations still impose such delays to be consistent with the
current specification of LoRaWAN.

Since LMAC does not alter any part of the existing LoRaWAN
protocol except the MAC mechanism, the integration of LMAC to
the LoRaWAN protocol stack could be readily achieved. Moreover,
as LoRaWAN imposes channel access restrictions for fairness and
LMAC can improve the channel access fairness by avoiding oc-
cupied or congested channels, the channel access restrictions can
be relaxed or even removed from the LoRaWAN should LMAC be
used.

7.2 Network Capacity
Understanding the maximum number of nodes that can be sup-
ported by the LMAC-based LoRaWAN is important. This section
adopts a numerical analysis method to estimate the number of
frames that the LMAC-based LoRaWAN can receive in a given pe-
riod. Such number can be translated to the maximum number of
supported end nodes once the per-node demand is given.

Using the results in previous experiments, the total number of
chirps observed by the gateway in a channel (𝑆𝑅𝑋

𝐶𝐻
) can be extracted

within an observation duration (𝑇𝑜𝑏𝑠 ). With the data above, the
observable chirps per second in the channel (𝑆𝐶𝐻 ) can be obtained
through 𝑆𝑅𝑋

𝐶𝐻
÷𝑇𝑜𝑏𝑠 . Having 𝑆𝐶𝐻 , an estimated number of frames

a channel can receive (𝐹𝑟𝑚𝑅𝑋
𝐶𝐻

) can be estimated by simulating
different 𝑆𝑅𝑋

𝐶𝐻
values generated from varying frame parameters, i.e.,

payload size, time period, SF, code rate (CR), etc. With the simulated
𝑆𝑅𝑋
𝐶𝐻

, 𝐹𝑟𝑚𝑅𝑋
𝐶𝐻

is computed by (𝑆𝐶𝐻 ×𝑇𝑠𝑖𝑚) ÷ 𝑆𝑅𝑋
𝐶𝐻

, where 𝑇𝑠𝑖𝑚 is
the simulated time period.

A network analysis using the above method to estimate the
network capacity when three parameters (payload size, SF, and
CR) vary are presented in Fig. 21. Varying payload size exhibit an
exponential decay in the number of frames received shows that the
payload size plays a vital role in network capacity. The network
capacity declines exponentially as the payload size increases due
to frame overhead. Frames with small payload size carry a larger
overhead to payload ratio than frames with large payload size.
Varying SF also exhibits similar decline as varying payload. Such
decline is due to the non-linear increase in number of chirps per
frame as SF increases. In contrast, varying CR decline is linear.
This linearity reflects the linear increase in each CR setting from
CR4/5 to CR4/8 where each increase in setting is an additional bit
of redundancy added to every four bits of the frame. The results
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Figure 21: Number of successfully received frames in one minute vs. various parameters (a) varying payload size with SF7 and
CR4/8; (b) varying SF with 16-byte payload and CR4/8; (c) varying CR with 16-bytes payload and SF7.

also show that LMAC-2 and LMAC-3 outperform ALOHA by 70%
and 83% respectively, and the numbers of nodes that LMAC-2 and
LMAC-3 could support would likely be similar.

8 RELATEDWORKS
As the primitive ALOHA scales poorly with the number of LoRa
nodes, several studies aimed at improving the resilience and through-
put of LoRaWAN networks by physical (PHY) layer modification
or new MAC designs. We now review these PHY and MAC layer
techniques separately.

LoRa PHY. Choir [14] exploits the distinct frequency biases of
end devices to disentangle the collided frames. As Choir uses a
new PHY algorithm, the gateway of Choir has to use SDR, such
as USRP, and employ software demodulation implementations. As
such, Choir will lose the line speed of hardware gateways. Netscat-
ter [19] reduces LoRa modulation to on-off keying to simplify the
operation on backscatter devices. It can scale for concurrent demod-
ulation of backscatter LoRa signals. However, the unique design of
Netscatter’s on-off keying modulation does not conform to stan-
dard LoRa modulation. To address the significant attenuation of the
signals transmitted from end devices deeply located within build-
ings, Charm [13] jointly processes the signals received by multiple
gateways to increase received SNR and the network coverage. Al-
though Charm does not require a full-fledged SDR device, dedicated
programmable hardware design is needed to collect the I/Q data
of the received signal. To address channel contention, Chime [16]
analyzes a single frame from a node through multiple gateways.
With gateway synchronization and optimal frequency estimation,
a gateway advises the node on the optimal transmission channel.
Chime requires SDR to act as gateway to collect the I/Q data and
strict synchronization between gateways. Voigt et al. exploit the
use of multiple LoRa gateways and directional antennae to aid in
decoding interfered LoRa frames [33]. However, directional anten-
nae impede a nodes’ ability to be heard by multiple gateways hence
coverage of a node.

LoRa MAC. Slotted ALOHA and the more well scheduled time-
division multiple access (TDMA) can reduce collisions compared
with ALOHA. Specifically, the end node will transmit in certain
time slots to alleviate the collision issue caused by random access
in ALOHA. Several studies [18, 27, 32] focus on the clock synchro-
nization service needed by slotted ALOHA and TDMA. However,
due to LoRa’s limited communication bandwidth [17], the commu-
nications for clock synchronization present a burden for LoRaWAN

networks. Thus, CSMA is desirable in LoRaWANs, as it does not
require clock synchronization. Beltramelli et al. present a stochastic
geometry-based model [7] to analytically show that CSMA outper-
formsALOHA in terms of reliability and energy efficiency. However,
full-fledged implementation of CSMA in LoRaWANs is still unavail-
able due to the lack of hardware support for carrier sense. To achieve
carrier sense, DeepSense [9] detects on-air transmission of LPWAN
radios by storing spectrograms as an image, then performing signal
identification on the image with artificial neural networks. How-
ever, an additional SDR device and machine learning accelerator
are needed. To implement CSMA with off-the-shelf LoRa devices,
a previous work [26] ports the 802.11 CSMA protocol to LoRa, in
which the carrier sense is performed by a stand-alone node near the
transmitter. This introduces additional monetary cost and system
complexity. In this work, we leverage CAD for carrier sense on
LoRa end devices and design LMAC to improve the goodput and
PRR of LoRaWAN networks. LMAC requires no modifications to
the LoRa PHY layer and the LoRaWAN specification. Thus, it can
be readily deployed in the current LoRaWAN networks. To the best
of our knowledge, this paper presents the first systematic research
and implementation of CSMA for LoRa networks.

9 CONCLUSION
This paper shows that the Channel Activity Detection (CAD) feature
of LoRa radios for preamble chirp detection can be exploited for reli-
able carrier sense. Based on CAD, this paper designs three versions
of LMAC that respectively implements CSMA for LoRa networks,
and balances the loads of the channels defined by frequencies and
spreading factors by using the end nodes’ local information only
and then additionally the gateway’s global information. Testbed
experiments show that, compared with ALOHA, LMAC brings sig-
nificant performance improvements in terms of PRR and goodput,
as well as radio energy saving per successful frame delivery.
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